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AI - risks, promises 
and opportunities

A reflection in 3 parts

AI and innovation 
agendas How to research AI?

Intermezzo on AI oversight



Part 1: AI - risks, promises and opportunities

- What is AI, and how to look at this concept?


- Risk, Harms and Ethics of AI


- Some projects in practice


- Current response; AI regulation and oversight




1.1 What is AI, and how to look at this concept? 

“An AI system is a machine-based system 
that is capable of influencing the 
environment by producing an output 
(predictions, recommendations or 
decisions) for a given set of objectives.” 







1.2 Risk, Harms and Ethics of AI 

“One of the most trivial types of weakness of ML revolves around 
classification. ML or deep learning can correctly classify a large set of 
images. However, after just a single pixel is changed, a large number of those 
images is classified both wrongly and, at the same time, with a high degree 
of confidence (Wang et al., 2021, paraphrased). They continue to assert that 
“no matter how much data have been supplied; a neural network needs a 
“symbolic engine” – such as those in calculators that can deal with basic 
arithmetic”. This illustrates the danger of the big data dogma – the belief that 
enlarging the training set will solve all learning challenges of a neural 
network” (OECD handbook on AI and the productivity of science)



Risks and opportunities 



Trust in AI 



1.3 Current responses: AI regulation and oversight 

- From AI Ethics to AI governance


- Increasing awareness through 
media attention


- Oversight and regulation


- Self-regulation and professional 
ethics


- Government investment programs


- VC hypes 


-…




1.4 Project examples 

Project 
Fairness in AI


Approach 
AI oversight lab - co creation with 
tech, policy and social science


Client 
Local governments, BZK


Outcomes 
Methodology, evaluation, paper







Project 
Methodology Development Human 
Centric AI


Approach 
Interviews, Desk Research, Sprints


Client 
TNO


Outcomes 
Position paper

Podcast



Project 
VISION4AI CSA


Approach 
Ecosystem mapping, strategic 
agenda development


Client 
EC


Outcomes 
Conferences, workshops, 
SRAs etc



https://eu-ai-ecosystem.tnods.nl/



Project 
Industry 5.0 - human centric 
innovation on the shop floor


Approach 
Stakeholder mapping, agenda 
development, analysis of 
scientific challenges


Client 
EC- DG RTD


Outcomes 
In process



Project 
RAAIT program strategic 
agenda


Approach 
Mapping and combining SME 
challenges in the 3rd sector to 
education and field labs


Client 
HRotterdam


Outcomes 
Running programs, including 
new master (‘AI translator’)



Part 2: AI and innovation agendas

https://www.wsj.com/tech/ai/artificial-intelligence-united-states-future-76c0082e?mod=hp_listb_pos1

- How are innovation agendas formed and by whom?


- What is the role of public actors in this formation? (EU focus)


- A bit of theory on power, technology and politics (sphere transgressions)


- AI and the (incomplete) quadrupel helix (and a bit of Lessig and Doctorow)




2.1 How are innovation agendas formed and by whom? 

- Since WWII increasing awareness that 
innovation is not linear


- Leaving uni and industry develop things 
alone was see as too risky


- From triple helix (gov, industry, 
academia), more public engagement for 
large and high risk programs (see nano, 
nuclear etc)


- Innovation strategies and agendas co-
shaped, both nationally and 
internationally (EU, OECD, UN, IMF, 
WHO etc)




The role of academia

- Progressing and improving AI


- Applying AI to scientific 
disciplines


- Also risks of AI in science - 
replicability black-box, 
falsifiability, hypothesis-free 
science


- Data, talent and infra; risk of 
doing bad science with 
superficial AI


- Co-shaping AI through critical 
reflection



The role of governments

- Both user and regulator of AI


- Beyond, or before applications, 
also key questions on 
infrastructure, sovereignty, 
investments


- Organising technology 
development through laws, 
standards, oversight bodies, 
stimulation programs


- Needs to develop an national- 
and international strategy




The role of companies

- The ones developing AI and 
need to find added value


- But also in risk of losing 
business, becoming 
dependent of horizontal AI 
actors


- Role of worker, role in sector, 
role in larger economy


- Waiting games, doubts and 
dependencies



The role of NGOs

https://www.aiethicist.org/ai-organizations 

- Representing specific public 
interests


- National or inter-national


- Can put pressure on 
governments and companies


- Fragile yet key in a democracy


- In AI - voicing the 
marginalised, the subjects


https://www.aiethicist.org/ai-organizations


2.2 What is the role of public actors in this formation? (EU focus) 

- Quadrupel helix ideal; formation of gov via voting, active role in science via 
opening up of unis, influence on working conditions via unions and 
supporting NGOs and journalism


- Current situation; active breaking down of unions, larger gap between 
academia and public, journalism has marginal role, governments have 
become more stupid (technocratic neoliberal) - large ICTB companies have 
a free range (power of palo alto)


- Role should increase by using power of institutions and through scrutiny and 
oversight




2.3 Interactive; a bit of theory on power, technology and politics

- Doctorow’s article


- Key questions on how owns a 
technology and why that matters


- Freedom of expressions vs echo 
chambers and surveillance


- Tinkering with tech and the 
knowledge gap


- Pros and Cons of open source…




Intermezzo: AI ethics, risks and oversight 













End of intermezzo



2.1 How are innovation agendas formed and by whom (2)? 



The EU AI R&I landscape 



Source: ADRA partnership - https://adra-e.eu/sites/default/files/2022-10/Launch%20event%20-%20EC%20CNECT%20A1_Cécile%20HUET.pdf 

The EU AI R&I landscape - 2 

https://adra-e.eu/sites/default/files/2022-10/Launch%252520event%252520-%252520EC%252520CNECT%252520A1_C%25C3%25A9cile%252520HUET.pdf


The EU AI R&I landscape - 3 



Application Description Examples of use cases
Computer vision Extracting information from visual data. Object recognition, image classification, facial 

recognition.

Natural Language 
Processing (NLP):

Processing and understanding human language. Sentiment analysis, text classification, machine 
translation.

Computer audition Processing and analysing audio signals. Speech to text and text to speech, sound classification, 
music analysis

Predictive analytics Forecasting future outcomes based on historical 
data.

Epidemiology, risk assessment and prognosis of diseases, 
forecasting traffic conditions

Big data mining Extracting useful information and patterns from 
large datasets.

Market analysis, customer segmentation, trend analysis, 
Anomaly Detection etc.

Generative Models Creating new data based on existing patterns. Image generation, text generation, music composition.

Advanced robotics 
and control

Designing and controlling physical robots Autonomous robots Industrial automation, robotic 
surgery, humanoid robots.

Optimization and 
Planning

Solving complex problems and optimising 
processes

Resource allocation, production planning, route 
optimization.

Autonomous systems Performing tasks without human intervention. Self-driving cars, drones, automated machinery.

Looking deeper into HEU AI 



Clusters Area of Intervention Share of projects using AI among total 
projects

CL1: Health Tools, Technologies and Digital Solutions for Health and Care, including 
personalised medicine

59%

Health throughout the Life Course 48%
CL2: Culture, creativity, and 
inclusive society

Cultural Heritage 21%
Democracy and Governance 13%

CL3: Civil Security for Society Cybersecurity 70%
Protection and Security 43%
Disaster-Resilient Societies 30%

CL4: Digital, Industry and Space Artificial Intelligence and Robotics 100%
Advanced Computing and Big Data 72%
JU SNS 57%
JU KDT 52%
JU EUROHPC 50%
Next Generation Internet 44%
Manufacturing Technologies 38%
Space, including Earth Observation 27%
Circular Industries 24%
Key Digital Technologies 24%
Emerging enabling technologies 18%
Advanced Materials 18%

CL5:Climate, Energy and Mobility Energy Storage 31%
Buildings and Industrial Facilities in Energy Transition 24%
Clean, Safe and Accessible Transport and Mobility 19%
Industrial Competitiveness in Transport 17%
Smart Mobility 15%
Energy Systems and Grids 9%
Climate Science and Solutions 6%
Energy Supply 5%

CL6: Food, Bioeconomy Natural 
Resources, Agriculture and 
Environment

Environmental Observation 33%
Seas, Oceans and Inland Waters 11%
Agriculture, Forestry and Rural Areas 11%
Food Systems 10%
Circular Systems 9%
Bio-based Innovation Systems in the EU Bioeconomy 7%

Looking deeper into HEU AI - 2



- Who decides? For now RTOs and 
small circle of scientists


- How does it fair against national 
programs in the EU? 


- Is it good enough internationally?


- Directionality, efficiency, 
effectiveness questions in the recent 
eval.


Questions around EU innovation agenda on AI



Part 3: How to research AI?

- Between ignorance and expertise - (how to) be smart and humble


- Descriptive vs action research in AI


- Research methods, ethics and the question of normativity


- Goals on motivations - what impact are you aiming for?




3.1 Between ignorance and expertise

- Knowing the field, key debates, key actors


- Learn about technology, but do not always show you know


- Positive, open inquiry (try to remain non-normative in data collection - you 
can be normative in your analysis and writing!)


- Focus and limit of scope - boundaries and details


- AI and work - large questions, but incremental implementations




 3.2 Descriptive vs action research in AI 

- Pros and cons of action research


-  Pros and cons of descriptive and 
conceptual research


- AI is both sexy and boring - 
embrace the daily, boring,  repetitive 
(bowker & star)


- It is also a fast-moving field; juggling 
trends and long-term impacts is 
hard


- Interdisciplinarity is key, but not 
evident



BOUNDARY OBJECTS

Used in Science-& Technology Studies to 
describe ‘bridging’-artifacts between 
science and policy

As an analytical tool to see if and how 
convergence of terms, concepts or practices 
takes place

To avoid “depends on the situation”, 
Let’s state the situation and discuss 
actionable considerations towards social 
justice

 

“an object that people 
can point at, project 
meanings on, have 

conversations about, and 
collaborate around.”

Boundary 
object

An example of a specific methodology 



 3.3 Research methods, ethics and the question of normativity 

Research Ethics AI ethics

External motivation 
(politics)

Internal motivation



Discussion


